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Cahier des charges
[bookmark: mémoire-de-master-de-recherche-année-1]Mémoire de Master de Recherche 
[bookmark: contexte-général]1. Contexte général
Les modèles de langage de grande taille (LLMs) sont aujourd’hui largement utilisés dans des systèmes intelligents capables d’interagir, de raisonner et d’automatiser des tâches complexes. L’approche Retrieval-Augmented Generation (RAG) permet d’améliorer la fiabilité des LLMs en combinant génération et recherche d’informations externes.
Cependant, les systèmes RAG présentent des vulnérabilités importantes, notamment face aux attaques par prompt injection, à la manipulation des sources récupérées et à la génération de réponses non fiables ou dangereuses. Ces risques sont amplifiés lorsque les LLMs sont intégrés dans des architectures agentiques ou semi-autonomes.

[bookmark: problématique-niveau-master-recherche]2. Problématique 
Les systèmes de Retrieval-Augmented Generation (RAG) améliorent les capacités des modèles de langage en leur permettant d’accéder à des sources de connaissances externes. Toutefois, cette intégration introduit de nouvelles vulnérabilités de sécurité, notamment liées à la manipulation des requêtes, à l’injection de contenus malveillants dans les bases de connaissances et aux hallucinations induites par des contextes non fiables.
Dans un cadre de recherche de niveau Master, la problématique centrale consiste à comprendre dans quelle mesure les mécanismes standards de RAG sont vulnérables, et comment des stratégies de sécurisation peuvent améliorer la fiabilité et la robustesse du système, 

[bookmark: X89edabffe4d255a21049f54c759b21454999051]3. Objectifs du mémoire 
[bookmark: objectif-général]Objectif général
Analyser les vulnérabilités des systèmes RAG et concevoir un prototype expérimental intégrant des mécanismes de sécurisation simples, afin d’évaluer leur impact sur la qualité et la fiabilité des réponses générées par un LLM.
[bookmark: objectifs-spécifiques]Objectifs spécifiques
1. Étudier de manière critique les travaux existants sur les architectures RAG et leurs limites en matière de sécurité.
1. Identifier et classifier les attaques les plus pertinentes ciblant les systèmes RAG (prompt injection, data poisoning, hallucinations).
1. Concevoir une architecture RAG améliorée intégrant des mécanismes de contrôle et de validation du contexte.
1. Implémenter un prototype fonctionnel permettant de comparer un RAG classique et un RAG sécurisé.
1. Évaluer expérimentalement les performances, la robustesse et les limites du système proposé.
[bookmark: livrables-attendus]5. Livrables attendus
1. Rapport de mémoire de Master de recherche (version finale)
1. Prototype fonctionnel du système RAG sécurisé
1. Jeux de tests et scénarios d’attaque documentés
1. Analyse critique des résultats et des limites du système
1. Support de soutenance (présentation)
1. Article scientifique de type conférence ou workshop ,présentant l’architecture RAG proposée, la méthodologie expérimentale et les résultats obtenus

[bookmark: X45b3e9f1cc0248a48340dedcf1aab6043cd49f5]6. Planning prévisionnel (6 mois – Master Recherche)
	Mois
	Activités principales
	Livrables

	Mois 1
	Revue de littérature ciblée (RAG, sécurité LLM) ; cadrage scientifique ; formulation finale de la problématique
	État de l’art structuré, problématique validée

	Mois 2
	Analyse des vulnérabilités RAG ; étude des attaques (prompt injection, data poisoning) ; définition des scénarios d’attaque
	Taxonomie des attaques, cahier des scénarios

	Mois 3
	Conception de l’architecture RAG sécurisée ; choix des outils et datasets ; définition des critères d’évaluation
	Architecture validée, protocole expérimental

	Mois 4
	Implémentation du prototype RAG (baseline + sécurisé) ; intégration des mécanismes de filtrage et validation
	Prototype fonctionnel

	Mois 5
	Expérimentations ; tests adversariaux ; analyse comparative des résultats
	Résultats expérimentaux, analyses

	Mois 6
	Rédaction du mémoire ; relectures ; corrections ; préparation de la soutenance
	Mémoire final, support de soutenance


[bookmark: résultats-attendus]7. Résultats attendus
· Une meilleure compréhension des failles de sécurité des systèmes RAG
· Une architecture RAG plus robuste face aux attaques 
[bookmark: perspectives]
